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ABSTRACT

Psychologists and neuroscientists have recently been unearthing the unconscious processes that give rise to moral intuitions and emotions. According to skeptics like Joshua Greene, what has been found casts doubt on many of our moral beliefs. However, a new approach in moral psychology develops a learning-theoretic framework that has been successfully applied in a number of other domains. This framework suggests that model-based learning shapes intuitions and emotions. Model-based learning explains how moral thought and feeling are attuned to local material and social conditions. Philosophers can draw on these explanations, in some cases, in order to vindicate episodes of moral change. Explanations can support justifications by showing that they are not mere rationalizations. In addition, philosophical justifications are a fertile source for empirical hypotheses about the rational learning mechanisms that shape moral intuitions and emotions.
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1. Introduction

Human beings need explanations. We’re especially motivated to seek explanations for the behavior of other human beings around us, a trait that emerges early in development. You don’t need to be a parent to know that children as young as two incessantly pose the question “why?” Children are even known to seek explanations for this very tendency. One three-year-old is recorded to have said to her mother: “Mommy, I always ask why. Why do I always ask why?” (Callaman & Oakes, 1992: 222; cited in Nichols, 2015: 17).

A few curious children grow up to become more serious students of human behavior. Both psychologists and philosophers wonder why we make the moral judgments and decisions that we do. In a moral context, however, “why questions” are ambiguous—between questions of explanation and questions of justification. When we ask why someone donated her hard-earned money to charity, we might be wondering what reasons caused her to do so, or we might be wondering what reasons justify her choice. The “reason” for a moral judgment or decision—the answer to a “why question”—may be a causal explanation or it may be a normative justification.

Explanation and justification often diverge. Imagine someone who donated to charity because she was moved to imitate a celebrity. This explains her choice but does not justify it. However, when we ask the same person why she donated, she cites a duty to help those in desperate need. This is a perfectly good rationale but does not reveal the actual cause of her choice. We have a justification, but we lack an explanation. The distinction at hand suggests a natural division of labor between psychologists and philosophers who study morality. Moral psychologists seek explanations for moral judgments and decisions; moral philosophers seek justifications.

Some interdisciplinary work on moral thought, however, blends science and philosophy, weaving empirical and normative threads into the same cloth. Sometimes an answer to a “why question” yields both an explanation and a justification—both a cause and a rationale. For example, if research suggests that heterosexuals become more accepting of gay people by empathically appreciating the harms that certain friends and family members suffer, and then generalizing their empathic insight to other gay people whom they don’t know personally, the cause of this attitude change also justifies it (Kumar, 2017a). When one and the same account of moral change combines explanation with justification, it is what we shall call a “vindication” (Kumar & Campbell, 2017).

Vindications of moral change can be found in the field of moral learning. In general, learning theory in moral psychology studies the implicit and explicit learning mechanisms that shape moral judgments and decisions (along with other attitudes). Learning mechanisms typically effect stable moral change by reorganizing underlying intuitive and affective structures (Campbell & Kumar, 2012). Moreover, learning can attune moral attitudes in ways that are sensitive to morally relevant aspects of the material and social environment. Under these conditions, moral change is progressive.
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Traditionally, moral philosophers seek ethical theories—like utilitarianism—that explain why any action is right or wrong, in any and all conceivable circumstances. However, one might reasonably worry whether such “ideal theories” are genuinely knowable. A similar epistemological worry has led some political philosophers to be skeptical about theories articulating the structure of an ideally just state (Anderson, 2011; Sen, 2009). Relinquishing an ideal ethical theory, philosophers might instead focus on something more accessible: moral progress (see Buchanan & Powell, 2016). We stand a better chance knowing which remote and recent moral changes have been morally progressive (or regressive) than we do of knowing any complete and definitive moral code. Empirical work has the potential to inform non-ideal theory if it can support generalizations about how moral progress occurs, and thus help to formulate methods for achieving further moral progress (Kumar, in press-a). Furthermore, as we’ll see, empirical work offers valuable constraints for non-ideal theorists pursuing philosophical justifications of moral change. Explorations can support justifications by showing that they are not mere rationalizations.

Scientists and philosophers who study moral learning can profit from one another. On the one hand, investigating why moral attitudes change can shed light on their rationale. On the other hand, exploring why moral change is rational can offer clues about the psychological mechanisms that lie behind it. The aim of this essay is to show how explanation and justification of moral change are mutually informative.

2. Debunking

My principal topic in this essay is learning mechanisms that vindicate moral change. I will begin, however, by surveying adjacent and more familiar terrain at the intersection of cognitive science and moral philosophy: arguments that attempt to debunk (rather than vindicate) moral attitudes. Later on, I will describe a new approach in moral psychology and the vindications of moral change that it promises.

According to some researchers, moral intuition is a psychological module designed by natural selection: a fast, automatic, unconscious system, relatively isolated from the rest of the mind (cf. Fodor, 1983; Sperber, 1994). Moral intuition, on a nativist view, is relatively inflexible: much of its contents are fixed either innately or in a critical developmental window. For example, Mikhail (2011) and Dwyer (2006) argue for the existence of an innate and universal moral grammar, triggered by social cues in early development and capable of producing only a limited variety of local moral languages.

Greene (2008, 2013, 2014) has developed a theory of moral intuition that blends nativism and empiricism. According to Greene, morality is fundamentally a biological adaptation for living in small hunter-gatherer groups that were in severe competition with one another. Moral intuition is a set of simple heuristics that are useful for coexistence within tribal groups. Intuition, Greene says, is like the “point-and-shoot automatic settings” on a digital camera: “highly efficient, but not very flexible” (Greene, 2014: 696). However, Greene also says these “automatic settings...can be acquired or modified through cultural learning...[and] individual experiences” (698).

Greene thinks that this view of moral intuition has important philosophical implications. He argues that moral heuristics often lead us astray in contemporary, large-scale, technological societies. For example, Greene’s own experimental work suggests that intuition produces an emotional aversion to harm inflicted by “personal force,” roughly, the use of direct, muscular force to inflict violence upon people. In the Pleistocene environment of evolution-
or merely as a foreseen side effect, whether it was a deserved response to aggression or unprovoked, and so on. Greene argues that deontology lacks rational credibility because it is based on untrustworthy heuristics that underlie deontological intuitions. However, if this argument is to succeed in lowering the credibility of deontology below that needed for rational credence, Greene must employ a normative premise to the effect that these other factors influencing intuition also do not lend rational credibility to the deontological beliefs that rest upon them. The problem for Greene is that this normative premise is not at all plausible (see Kumar & May, in press). It is highly controversial that degree of harm, whether or not harm is intentional, and whether it is deserved raises doubts about Greene’s empirical premises in light of recent work in moral learning theory. Ultimately, as we’ll see, learning theory shows how moral intuition might be flexible rather than innate, often in seemingly rational ways.

3. Learning

Moral intuition tends to be inflexible in one sense—over the short run. In the moment, moral intuitions tend not to be sensitive to countervailing reasoning. For example, many people have the intuition that bigoted speech is morally wrong and should be censored; this intuition often persists in the face of explicit reasoning about the value of free speech, even when people endorse the reasoning.

However, intuition does seem to be flexible over the long run. Whereas explicit moral reasoning is “synchronically” flexible, moral intuition is “diachronically” flexible (Campbell & Kumar, 2012: 282–3; see also Gottlieb & Lombrozo, in press; Pizarro & Bloom, 2003). This flexibility is what makes stable, progressive moral change possible. People do not revise only their explicit beliefs about issues like the moral status of women and people of color. Over the course of a person’s life, intuitions change too. Witness, for example, the revolutionary change in moral intuitions about gay people and, in earlier stages as yet, those who fall outside of traditional gender binaries (Broockman & Kalla, 2016; see also Kumar, 2017a; Kumar & Campbell, 2017).

The most striking work on moral learning to date has been conducted by Nichols, Kumar, Lopez, Ayars, and Chan (2016). A number of studies suggest that moral rules underlie intuition, and thus that straightforward cost-benefit analysis does not lie behind all moral judgments. Some of these rules are deontological: they draw moral distinctions between acts vs. omissions, intended vs. unintended actions, and means vs. side effects. According to Greene, it is not rules but crude, emotionally backed heuristics that produce the relevant pattern of judgments and decisions; rules come into play only as rationalizations of these judgments and decisions. Other researchers, by contrast, accept the existence of deontological rules, but, like Greene, offer an evolutionary explanation of their etiology. According to moral nativists who advance the “linguistic analogy,” children possess implicit deontological rules without being exposed to sufficient information about their content in the children’s early learning environment (Dwyer, 2006; Mikhail, 2011). Paralleling Chomsky’s case for linguistic nativism, moral nativists argue that the rules, because they cannot be learned, must be innate.

Nichols, however, develops a statistical learning model that can explain how children acquire certain deontological rules. He begins with a simple analogy (further simplified here). Imagine that one of two dice is being rolled, though you are not told which. One is four-sided and the other is eight-sided. Your job is to notice which numbers turn up and then form a hypothesis about which of the two dice is producing them. If you record anything from 1 to 4, that makes it more likely that the die being rolled is four-sided rather than eight-sided. For the likelihood of that evidence is slightly higher on the former hypothesis than on the latter. Moreover, with each successive piece of data that falls between 1 and 4, you acquire more and more evidence that it’s the four-sided die rather than the eight-sided die—so long as none of the data fall between 5 and 8. It would be a huge coincidence if many rolls of an eight-sided die yielded only half of its possible values.

The key feature of this example is that the two hypotheses are nested. The evidence consistent with one (1–4) is a proper subset of the evidence consistent with the other (1–8). As evidence accumulates that is consistent with the narrower hypothesis, that hypothesis increases in probability. As Nichols discerns, deontological rules also involve nested hypotheses. For example, intended actions are a proper subset of foreseen actions; every intended action is foreseen, but not all foreseen actions are intended. So, if children are repeatedly told that certain actions are wrong, and if all those actions are prohibited by both the narrow and the broad rule, a statistical learning model predicts that children will infer the validity of the narrow rule. Thus, if a child is told that her foreseen actions are wrong, but only when these foreseen actions are intended, then she has reason to infer that the rule covers only intended actions and not those that are unintended but merely foreseen.

By itself, this is a “how-possible” story for rationally learning deontological moral rules. But Nichols and colleagues have been turning it into a “how-actual” story, conducting experiments in which participants are more likely to infer that a narrower deontological rule is at play when they are given examples of rule violations that are predicted by the narrow rule. Given statistical learning algorithms, the relevant evidence is, rather impoverished, sufficiently rich to generate a competence with certain deontological rules. In general, people follow moral rules without explicitly apprehending their content—few can articulate the distinction between actions that are intended and those that are unintended but merely foreseen, even though they employ the distinction in moral judgment (Cushman, Young, & Hauser, 2006). So, it seems, unconscious, rational learning mechanisms may explain how people achieve an intuitive grasp of deontological rules.

Nichols’ research casts doubt on the empirical premises in Greene’s debunking argument against deontology. Greene thinks that deontological intuitions are innate rather than learned, since they are elicited only by “up close and personal” harms that were the norm for our tribal ancestors. However, if deontological rules are learned, as Nichols’ research suggests, deontological intuitions are not simply untrustworthy relics of a lost past. Even if we accept Greene’s hypothesis that deontology is founded upon intuitions, we have reason to doubt that these intuitions issue from inflexible heuristics.

Nichols’ research offers a clear demonstration of the potential fruitfulness of learning models in moral psychology. However, Nichols offers less than we might hope for as we search for moral vindications. Even if he is right about how children learn moral rules, and even if this learning follows statistical norms of inference, this does not vindicate the products of rule learning. The reason is that nothing in the learning story vindicates the rules
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conditions under which learning mechanisms engender progressive moral change.

4. Justification & rationalization

As we've seen, some explanations of our beliefs, if correct, would rob them of credibility. A significant proportion of our moral beliefs are based on unconscious psychological processes; introspection cannot tell us about their provenance. It is tempting to rationalize these beliefs—to find some justification for them after the fact. However, rationalization is untrustworthy because human beings—philosophers especially, perhaps—are so good at it (Haidt, 2001). Perhaps no matter what our starting points, we would be able to find some justification for them, even if our starting points rest on error-prone heuristics.

What if, however, certain unconscious psychological processes influence moral attitudes are more rational than evolved heuristics? A causal explanation would not be embarrassing if it implicated sound principles for updating moral attitudes in light of empirical evidence about new material and social conditions. If we want to find a credible justification for our moral attitudes, then, we should eschew untrustworthy rationalization and instead seek vindications—accounts of moral change that offer both explanation and justification. To do so, however, we need a better understanding of vindicating arguments and their philosophical significance.

Vindicating arguments similarly rest on empirical and normative premises. The empirical premise specifies the causal process that underlies a set of beliefs. The normative premise claims that this premise is unreliable. Thus, Greene makes the empirical claim that deontological beliefs are generated by a set of moral heuristics. He also makes the normative claim that these moral heuristics are unreliable because they are sensitive to factors that are morally irrelevant in our current environment.

Vindicating arguments similarly rest on empirical and normative premises. Like debunking arguments, the empirical premise describes the causal history of a set of beliefs. In this essay, we are interested in causal processes that explain episodes of moral change. The normative premise claims that this process is reliable, sensitive to morally relevant factors. Statistical rule learning is a rational process, deriving rules in response to subtle patterns of feedback in the environment. As we've noticed, however, this feedback can be cued either to morally relevant factors or to morally irrelevant factors. So, for purposes of vindication, we need another learning mechanism and an understanding of the conditions under which it is reliable.

Several other types of learning mechanisms seem to shape moral intuition. One type is simple, “model-free” reinforcement learning. Immediate rewards and punishments influence moral intuition; brute conditioning influences other thought and behavior too. Another type of learning mechanism seems to be at work in domains of cognition outside of morality, including language, causation, and theory of mind: “model-based” learning (cf. Gopnik & Wellman, 2012). Cushman (2013a) and Crockett (2013) both develop computational theories of model-free and model-based learning in moral cognition. On their characterization of model-based learning, people implicitly construct complex value-laden models of their material and social environments. These models then generate expectations about the value of performing various actions. People tend to perform actions with high expected value and then receive feedback about their actual value. This feedback, and its discrepancy with expectations, is used to revise the model and consequent expectations of value.

Recently, Railton (2014) has argued that model-based learning explains why moral intuition is reliable—why moral intuitions can be trusted in everyday judgment and decision making, as well as in moral philosophy. However, model-based learning might also provide vindications of moral change: accounts of changes in moral intuition that not only explain but also justify. Railton attempts to vindicate intuition; my focus is more specifically on vindicating changes in intuition. One reason that model-based learning is equipped to do both empirical and normative work is that it is, by any standard, a rational psychological mechanism. It allows people to implicitly track statistical regularities that bear on the satisfaction of values and update their intuitions accordingly. Model-based learning is potentially vindicating not because it changes intrinsic moral values, but because it allows people to improve the means they take to achieving moral ends.

However, model-based learning is reliable only when the values that guide it are cued to morally relevant factors. Consider the value against harming others. If model-based learning allows people to implicitly track which sorts of activities are likely to bring about harm, it can lead them to disvalue these activities. This sort of instrumental learning is reliable because it allows people to gain implicit knowledge about the means to morally worthy ends. The normative premise here is that one ought to avoid harming people, all else being equal, and this premise is as plausible as any to which philosophers might wish to appeal. Thus, instrumental model-based learning may vindicate moral change, but only when learning is anchored in appropriate values.

It’s clear enough how the causal history of moral change might justify it. If the explanation for my change in attitude toward Syrian refugees is attunement of my sympathy for the harms they suffer, the cause of my new belief supports it (given the normative premise that harm-avoidance justifies better treatment toward refugees). I will suggest, however, that model-based learning explanations can support not just new beliefs but also philosophical justifications for them.

This claim will trouble philosophers who think that moral truths are knowable only from the armchair (perhaps a priori). Philosophical critics might argue that empirical vindication of a moral belief must presuppose the armchair reasoning that justifies it. We can know that the causal history of a belief is vindicating only if it reflects good reasons for the belief that we already possess. Thus, it would seem, etiological analysis is otiose. If we know (from the armchair) the reasons for a true moral belief, then any knowledge (from the lab) cannot but support the belief. To address this challenge, we must grasp more clearly the threat that rationalization poses to moral philosophy.

That a reason is good in general is a normative claim, supported by philosophical considerations rather than empirical considerations. However, even if a reason is good in general, that does not guarantee that it genuinely applies to any given belief. Suppose that inequalities are justified if they arise from incentives that benefit everyone; equalization would destroy incentives and thereby leave everyone worse off in the long run. This is a good reason in general for inequality, let’s assume, but it does not show that any particular inequality is justified—not unless we know that this inequality in question actually does benefit everyone. It is tempting to cite this reason for inequalities that are self-serving or merely deeply entrenched in society. The problem is that people are remarkably clever at offering good reasons for their beliefs no matter what their beliefs happen to be. This is rationalization, untrustworthy because it tends to be over-applied. However, if a good general reason is reflected in the etiology of a belief, this bolsters the idea that the reason genuinely applies to the belief. For then the belief has been formed in response to conditions in the environment to
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which the general reason applies. Thus, explanations can support justifications by showing that they are not mere rationalizations.

Is it necessary that a moral belief be formed on the basis of good reasons in order to be credible? No. New moral beliefs may arise because they are self-serving, say, but they may nonetheless constitute moral improvements. To wit: we have the right view, but we acquire it for the wrong reasons. In that case, justification is not reflected in etiology. However, although accidental moral progress does happen, it is not typical. The ability to figure out what is right and wrong through reason alone is limited. Moral progress tends to occur when people carry out successful “experiments in living” (Mill, 1859; see Anderson, 2016). Thus, when a moral change is progressive, the justification for it is usually reflected in its etiology. When the justification is not so reflected—when the justification is only discovered post hoc—this is a sign, though not a guarantee, that the justification is merely a rationalization. This is why vindication offers prima facie support for the corresponding justification.

In the rest of the essay, I will pursue moral vindication by looking at three cases of model-based learning and the way in which they seem to not only explain moral change but also justify it. The vindications offered are instrumental, and therefore broadly consequentialist (neutral, however, regarding what precisely counts as a good consequence). I will propose that several remote innovations in the history of morality occurred because they led to better consequences than the alternatives or the status quo. Thus, the explanation for these moral changes supports a consequentialist justification for them, because it shows that the consequentialist justification is not a mere rationalization. The arguments suggest that certain episodes of incremental moral change are progressive. They are, however, defeasible, leaving open the possibility that alternative changes would produce even better consequences. Each case study below, as we’ll see, involves a rich interplay between science and philosophy. Our discussion will revolve around the role in moral cognition of negative emotions like anger and disgust. But we’ll begin pursuit of moral vindication with the curious case of moral luck.

5. Moral luck

Imagine that you are cruising blithely down an empty street, well over the speed limit, when suddenly a young child steps in front of your car and is tragically killed. You acted recklessly and are responsible for the child’s death. The child’s parents have cause to blame you for their tragedy; the law imposes a lengthy prison sentence for manslaughter. However, imagine now that I too have been driving over the speed limit, but I luckily get away with my recklessness. I do not suffer the same blame to which you are subjected; even if the police catch me, I am not sentenced to prison.

This pair of cases illustrates the problem of moral luck (Nagel, 1979). You and I were both reckless in precisely the same way. It is simply a matter of luck that you are convicted of manslaughter and I am given only a ticket for speeding. The puzzle for philosophers and legal theorists is that it seems unfair or unreasonable to blame and punish two people differently on the basis of factors that are utterly beyond their control—in this case, whether or not a child happened to step in front of our vehicles. So, what should we do? Should we change our moral and legal practices? Or should we accept that responsibility is partly a matter of luck?

The problem of moral luck arises out of a clash between a plausible, general moral principle—that people are responsible only for what is under their control—and strong moral intuitions about many particular cases. The problem has occupied philosophers at least since Smith (1759), and perhaps as far back as Plato and Aristotle. But moral luck is also of interest as a puzzle in empirical moral psychology. Why do we blame and punish others—and ourselves—on the basis of luck? What explains our intuitions? This is not an easy question, but understanding the psychology of moral luck is more tractable than solving the difficult and longstanding philosophical problem. As we’ll see, illuminating the psychology of moral luck can also advance the philosophical debate.

Fiery Cushman and colleagues have recently carried out a series of important studies on moral luck (Cushman, 2008, 2011, 2013b, 2015; Cushman, Sheketoff, Wharton, & Carey, 2013). Cushman’s findings reveal that two psychological processes guide judgments about blame and punishment. The “mental process” identifies an agent who intended harm or was negligent. The “causal process” records a harmful outcome and then searches for the agent who caused it. The total amount of blame and responsibility assigned to someone depends on the contribution of both processes. (The mental process seems to contribute more than the causal process, though research does not yield any precise determination of their relative proportions.) So, when we confront two people who have been negligent, the mental process assigns blame and punishment to both. But when only one person actually caused harm, the outcome process offers an extra slice of blame and punishment to her. This is, it seems, why we have the intuitions that arise in us about numerous cases of moral luck, including the hypothetical case of the two reckless drivers.

In philosophy, we find a division between realists and skeptics about moral luck. Realists accept that moral responsibility outstrips control (Kumar, in preparation-b; Moore, 1997; 2009; Walker, 1991). Skeptics, by contrast, insist that we should hold people responsible only for things that are within their control, and therefore that we should abandon or override the recalcitrant intuitions that seem to support the existence of moral luck (Richards, 1986; Thomson, 1993; Wolf, 2001). Some skeptics attempt to debunk our intuitions by arguing that they are distorted by cognitive biases (Domsky, 2004; Royzman & Kumar, 2004). One view says that when assigning blame and punishment, we care only about a person’s mental states—their malign intentions or their recklessness—but through the bias of hindsight we infer from bad outcomes that the agent’s intentions were bad too. However, if Cushman’s model is correct, the intuitions at play are not the product of a general bias; they issue from a dedicated mechanism that assigns responsibility on the basis of outcomes. Our moral judgments are not generally influenced by hindsight bias, Cushman’s work shows, since it’s only judgments about blame and punishment, and not judgments about wrongness, impermissibility, or character that are influenced by luck (Cushman, 2008). Skeptics attempt to debunk intuitions by relying on an empirical premise about their source in general cognitive biases, but in the case of intuitions about moral luck, this premise is false.

Cushman isn’t content to have only a psychological model of luck intuitions. He also develops a model of the evolutionary pressures that may have given rise to the two processes underlying blame and punishment (Cushman, 2013b). The evolutionary roots of punishment are relatively well understood, in terms of their contribution to the evolution of pro-sociality (Boyd & Richerson, 1992). A group of pro-social agents will fare better on average than a group of anti-social agents, but anti-social agents within the pro-social group will do better than others, and thus over time will increase their relative proportion in the population. Punishment evolved as a mechanism for introducing costs on anti-social agents, making pro-sociality fitness enhancing not just across groups but also within them, thus securing the group-level benefits of prosociality. Blame seems to fit within this general framework. Arguably, punishment functions to materially sanction others, while blame functions as a type of social sanction.

Moral intuition plays at least two main roles in the relevant social dynamics. On the one hand, it gives rise to pro-social feelings
of sympathy that engender altruism and cooperation. On the other hand, intuition gives rise to punitive feelings of anger that engender blame and punishment. (Blame and punishment arguably have a cognitive dimension too. See, e.g., Wallace, 1996). Cushman notes that pro-social feelings are relatively flexible. When kindness pays, we learn to be more kind; when kindness is costly, we learn to be less kind. Interestingly, however, punitive feelings are relatively inflexible. We’re disposed to blame and punish others whether or not doing so incurs costs or benefits (Carlsmith, 2006, 2008).

Why is punishment inflexible and why is it based partly on the outcomes of a person’s action? Cushman argues that this way of assigning punishment provides an excellent learning environment in which to nurture pro-social feelings. The outcomes of a person’s action are easier to identify than the mental states that lie behind their action; best to rely on both as the bases for anger and punishment. So, punishment is more reliable if it is based partly on outcomes. That is, punishment based partly on outcomes is more likely to correctly apply its own standards (compared to punishment solely based on mental states, which is likely to be incorrectly applied). Furthermore, if punishment were flexible, this would provide anti-social agents with an opportunity to introduce disincentives on punishment that inhibit punitive feelings among others and allow them to get away with anti-social behavior. What this suggests, then, is that the intuitions that underlie moral luck evolved in order to facilitate effective punishment, which itself facilitates effective learning of pro-social feelings.

The reason that punishment of outcomes facilitates moral learning, according to Cushman, is that model-based learning underlies pro-social feelings. People construct implicit models of the connection between their feelings, the outcomes of the behavior produced by those feelings, and the costs and benefits of those outcomes. Through their behavior, people receive feedback that is used to update their models. Thus, model-based learning attunes pro-sociality in the face of punishment that is tied to outcomes.

Cushman finds support for this learning theory in experimental work (Cushman and Costa in prep). In Cushman’s study, pairs of participants are recruited and assigned to one of two roles. “Shooter” is given the task of throwing darts at a board with two different kinds of targets. “Trainer” wins or loses money depending on which targets Shooter hits. Trainer’s task is to reward and punish Shooter so as to increase her accuracy and thereby increase his own payoff. In one condition, Trainer rewards Shooter whenever the target she announces is the one that increases his payoff. In the other condition, Trainer rewards Shooter whenever she hits the right target. Cushman and colleagues find that Shooters improve in both conditions, but are nearly twice as good at improving their performance in the latter condition. Thus, it seems people are particularly equipped to track contingencies between the outcomes of their actions and reward/punishment.

Cushman’s main aim is to develop a psychological and evolutionary explanation of moral luck. The influence of two psychological processes explains why we react differently to two people who perform the same action but bring about different outcomes. These psychological processes exist in order for punishment to effectively facilitate model-based learning of pro-sociality. As we’ll see next, though, this empirical explanation of moral luck also lends support to a philosophical justification.

Two philosophical theories of punishment are attractive. Retributivism is the view, roughly, that punishment is justified if agents merit suffering in virtue of their bad intentions or state of mind. consequentialism is the view that punishment is justified if it leads to positive consequences, in particular, if it deters immoral behavior. This debate about punishment parallels the two main schools of thought in the philosophical debate about moral luck. Skeptics believe that moral luck is illusory, that we should hold people responsible only in accord with what their malicious intentions or their negligence deserves. Realists, however, believe that moral luck is real, and that holding people responsible for the outcomes of their actions is justified because it improves moral behavior. Often, realists claim not that any particular act of blame or punishment is justified on grounds of deterrence, but that our practice as a whole is justified because it leads to better consequences than alternative practices.

Cushman’s explanation offers new support for a partially consequentialist rationale for moral luck over a pure retributivist theory (Kumar, in preparation-b). Cushman’s explanation shows that the reason why our moral judgments are sensitive to luck is that this brought about better consequences in the evolution of altruism and cooperation. Specifically, this sensitivity provided a learning environment that favored model-based learning of pro-social feelings. Consequentialists are disposed to argue that moral luck is justified because holding people responsible for the outcomes of their actions has better consequences. However, philosophers in this camp provide virtually none of the required evidence that blame and punishment on the basis of lucky outcomes actually has positive deterrence effects. So, their consequentialist justification threatens to be nothing more than a rationalization, given the possibility that one can cook up a consequentialist justification for our practices no matter what their shape. Cushman’s psychological and evolutionary explanation comes to the aid of consequentialists, since it indicates that moral luck does have deterrence effects—and explains why. Thus, moral luck reflects the adoption of standards of punishment that are better than alternative standards.

Cushman’s research offers a vindication of moral luck in terms of moral learning. The explanation for why we blame and punish others for things that are beyond their control reflects a rationale. We impose material and social sanctions for unlucky outcomes because this provides a better set of learning conditions for prosociality to flourish. A consequentialist justification for moral luck therefore becomes more plausible, since it has actually shaped our psychological dispositions and practices, and thus is no mere rationalization. We couldn’t have known precisely why morality is partly a matter of luck without understanding why we have become the sorts of creatures who think, feel, and act as if this is the case.

Some moral luck skeptics think that the intuitions sensitive to luck can be debunked. As shown above, the empirical premises in this debunking argument are implausible. Furthermore, however, Cushman’s explanation for our luck intuitions does not only rule out a debunking explanation. It shows that consequentialism is not merely post hoc, that the general consequentialist reason to deter immoral behavior applies in this particular case. This is not a decisive solution to the philosophical puzzle, but it does advance the philosophical debate. To undermine this piece of empirical support for realism about moral luck, critics might pursue the possibility that outcome-based punishment once nurtured pro-sociality, but no longer does. Absent any such argument, however, we have prim facie reason to believe that consequentialism applies to our practices of moral luck.

6. Honor

A scientific explanation of moral learning has the power to lend credibility to a philosophical justification. We can be confident that a philosophical justification is not untrustworthy rationalization, since the factors that seem to justify a change in moral attitudes are reflected in an explanation of its etiology. However, as we’ll see next, cross-disciplinary fertilization occurs in the opposite direction too. A philosophical justification of moral attitude change can yield a hypothesis about its etiology. In this section and the next, we’ll explore philosophically informed moral learning theory.
Our next case study targets the emotions and intuitions that underlie moral honor.

Several philosophers have recently turned their attention to norms and values associated with honor and how they fit with the rest of morality (see, e.g., Appiah, 2010; Demetriou, 2014; Kumar & Campbell, 2016). Honor is arguably present in all societies, but so-called honor cultures tend to emphasize it. What that means, essentially, is that members of honor cultures tend to care a great deal about respect based on social identity. Who a person is gives them the right to be honored and respected, and what they do can enhance or diminish their honor.

In many honor cultures, including the American South, people not only care about respect based on social identity, but also have a lower threshold for anger in response to perceived attacks, threats, and insults. To fail to respond is to show oneself to be unworthy of respect—that is, dishonorable. Nisbett and Cohen (1996) famously confirmed this pattern. They found that in a lab setting Southern men were more likely than Northern men to affirm honor-based values, more likely to express anger when threatened or insulted. In one experiment, for example, these tendencies were revealed by levels of stress hormones. Southern men were more likely than their Northern counterparts to show elevated cortisol in response to aggressive behavior.

There is a Standard Story about honor cultures in which men are prone to anger, originally proposed by Nisbett and Cohen and now widely endorsed. These sorts of honor cultures tend to arise in communities where property is portable and there is no social institution that reliably enforces property rights. For example, Southerners traditionally migrated from herding areas of Scotland where their livestock were subject to theft and for which the chance of restitution was low. Northerners traditionally migrated from farming communities. It is, in short, much easier to steal livestock than it is to steal crops. The Standard Story says that the difference in anger thresholds is due to these differences in material and social conditions. If your property is portable and easily subject to theft, expression of anger and consequent aggression is an effective deterrent.

Philosophers are generally skeptical of honor, perhaps because it is implicated in divisions of class, race, and gender. Honor also undergirds morally regressive social practices, including dueling and honor killing (see Appiah, 2010). However, we should be suspicious when philosophers reject aspects of morality that are foreign to the social and political culture to which they belong (cf. Duarte et al., 2015). Furthermore, eradication of certain regressive social practices often depends not on eliminating honor but expanding its scope (Appiah, 2010; Kumar & Campbell, 2016). Might there be good reasons for people to be concerned with honor?

Let’s return to the widely endorsed explanation for honor cultures in the American South and elsewhere. One face of the Standard Story is an explanation, but the other face is a justification. The Standard Story is a vindication. Assuming that it is worth to the rationale for honor cultures suggested by the Standard Story. This empirical hypothesis is in need of testing. One way to do this is to expose participants to scenarios involving theft without restitution, and then probe whether they are likely to feel more anger in response to other, related moral violations. Boyd and Richerson (2005) offer an alternative hypothesis, in terms of imitation and cultural evolution, but it has not yet been substantiated. If the learning model offered here about the origins of honor cultures were to be empirically confirmed, it would add to our understanding of cross-cultural moral variation. But it would also lend support to the rationale for honor cultures suggested by the Standard Story.
The Standard Story would not merely provide a just-why story for the status quo. The development of a concern with honor makes sense, and not merely to minds drawn to rationalization, because it has actually been shaped by the very material and social conditions that justify it.

To be clear, the proposed vindication for certain honor cultures is defeasible, what philosophers call only a “prima facie” or “pro tanto” justification. There may be other reasons that count against lower thresholds for anger in honor cultures. Rates of violence are higher in such cultures, and an elevated concern with honor sometimes leads to spiraling cycles of revenge in the style of the Hatfields and the McCoys. Furthermore, the conditions that explain and justify lower thresholds for anger often disappear over time, with entrenched social norms giving them an inertia that they do not merit. When honor persists in conditions for which it is not suited, we have an explanation that debunks it.

So, empirical work may suggest a vindication of honor cultures generally, but a Greene-style debunking of their persistence in certain cases. A moral change toward a culture of honor is justified for some groups, but a further moral change in response to a reversal of environmental conditions would now be justified. Still, we find ourselves with the interesting and surprising result that empirical evidence can support a prima facie justification for honor cultures, even if the justification does not win the day.

7. Moral disgust

Near the beginning of the essay, we looked at debunking arguments. Since then, however, we’ve been occupied with another approach, similar in that it studies the causal history of moral attitudes, but different in that it attempts to vindicate them by showing that their causal history reflects an underlying rationality embodied in model-based learning. In moral vindications, explanation buttresses justification and, as we’ll now see again, justification guides explanation. We’ll continue to look at the role of negative emotions in moral thought, but our third and final case study takes a different focus.

Anger is the pre-eminent negative emotion in philosophical and psychological study of moral thought. Anger underlies blame and punishment, and, as we’ve seen, is also linked closely to respect and honor. However, another negative emotion has recently been accorded rising coverage, initially in moral psychology and related areas of cognitive science, but now too in moral philosophy: disgust (see Strohminger & Kumar, in press for a volume of essays on moral disgust by scientists and philosophers).

Disgust evolved to protect human beings from the threat of disease and infection. The most obvious elicitors of disgust are feces, grime, rotten food, and other noxious substances that are all vectors of disease and infection. Whereas anger is an “approach” emotion, disgust motivates withdrawal, avoidance, and distancing. This makes perfect sense as a response to vectors of disease. When one sees or smells rotten food, the best thing to do is to back away and/or rid oneself of it.

The primary function of disgust is disease-avoidance. However, disgust has also been recruited in moral cognition (Kelly, 2011; Rozin, Haidt, & McCauley, 2008; Tybur, Lieberman, Kurzban, & DeScioli, 2013). Disgust is commonly elicited by violations of ingroup norms and moral taboos. Outgroup members—people who speak, dress, and act differently—commonly evoke disgust. Some moral taboos—like those against meat eating and certain forms of “deviant” sex—proscribe substances and activities that are independently disgusting. But some do not, including certain religious taboos. Jonathan Haidt and his colleagues argue that disgust is entangled with a type of moral value that involves “impu-
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emphatically driven arguments against disgust might yet be sound even if critical attention to disgust is motivated by other reasons—that is, if disgust really is unreliable and harmful. Still, if debunking arguments against disgust are driven by rationalization of political beliefs, they deserve closer inspection.

Perhaps most telling: what sort of case could be made against anger, the other major negative emotion in moral thought, if similar critical attention were paid to it (see Kumar, in press-b)? First of all, is anger unreliable? Of course, anger can be misplaced, redirected onto easier targets. It’s easier to “kick down” than it is to “kick up.” Anger is also amplified by entitlement, which is notoriously modulated by racial, class, and gender privilege. Furthermore, is anger harmful? The emotion has a powerful connection to violence and injustice, likely stronger than disgust. Genocide typically stems primarily from anger towards an oppressed group. And yet, for all these problems, it seems unreasonable to recommend elimination of anger from moral thought. We feel resentment toward a friend for his betrayal, indignation toward a politician who sells out to lobbyists, outrage toward corporations that exploit their employees. These feelings of moral anger seem as appropriate as any moral feelings could be (for opposing views on anger see Nussbaum, 2016; Pereboom, 2001; Strawson, 1986).

A liberal cannot but find herself skeptical of psychological processes underlying socially conservative thought. However, it turns out that disgust is not an inherently conservative emotion. Some evidence does suggest a connection between disgust and ingroup norms and purity values. However, these moral categories are not exclusive to conservatives. Liberals simply have different characteristic outgroups (e.g., racists, nationalists), different sacred values (vegetarianism, environmentalism). Moreover, disgust is implicated in other types of moral norms, those that prohibit what I call “reciprocity violations” (Kumar, in press-b). People often feel disgust toward acts of dishonesty, cheating, and exploitation (Cannon, Schnall, & White, 2011; Chapman, Kim, Span, & Anderson, 2009; Gutierrez, Giner-Sorolla, & Vasilevich, 2012; Huthcherson & Gross, 2011; Rozin, Lowery, Imada, & Haidt, 1999; Simpson, Carter, Anthony, & Overton, 2006; Tybur, Lieberman, & Griskevicius, 2009; for review see Chapman & Anderson, 2013).

Of course, condemnation of these violations of reciprocity cuts across the political spectrum. In morality, disgust may have been initially recruited for ingroup norms and purity values, but disgust evinces much more flexibility than Kelly suggests (see Rozin, Markwith, & Stoeess, 1997; Rozin & Singh, 1999). Kelly assumes that disgust is more “ballistic” than other emotions, and that this is partly why he distrusts the emotion. However, it is in virtue of disgust’s flexibility that it has become tied to norms of reciprocity. Indeed, even in the domain of pathogens, disgust is flexibly attuned by relevant internal and environmental conditions. Just to take one example, women are more easily disgusted in the first trimester of pregnancy, a period during which their biological immune systems are suppressed (Fessler, Eng, & Navarette, 2005).

Anger and disgust are both elicited by moral violations, but if we look more closely, we find an interesting pattern (Kumar, in press-b). Anger is elicited principally by injury, theft, and coercion (call these “harm violations,” for simplicity). Moral disgust, by contrast, is elicited principally by dishonesty, cheating, and exploitation (“reciprocity violations”). For example, many people are morally disgusted with a CEO who embezzles money from his company or with a corrupt politician who exploits her constituents. It’s clear enough why each of these actions should evoke some negative moral emotion. But why should we feel anger in response to harm violations and disgust in response to reciprocity violations? That is, can we find any rationale for this pattern?

I believe that there is a rationale, and that it is grounded primarily in the different action tendencies that belong to each emotion. Anger is an approach emotion, and it makes sense to blame and confront people who inflict harm, since these people will continue to be a threat to you and to others unless they are confronted and some behavioral intervention is attempted. However, disgust is a withdrawal emotion, and it makes sense to avoid and exclude people who deceive, cheat, or exploit. People who commit reciprocity violations take advantage of trusting social relationships. Because disgust motivates withdrawal, avoidance, and exclusion, it not only protects victims from those who take advantage of them, but also punishes offenders by depriving them of social contact. Anger and disgust motivate different types of sanctions—direct vs. indirect—but both types of sanctions can serve to modulate immoral behavior. Pathogen disgust serves to protect human beings from pollution of the body, while moral disgust serves to protect human beings from pollution of constructive and beneficial social relationships.

Moral pollution, like bodily pollution, calls for quarantine. One reason that reciprocity violations threaten pollution is that they undermine the interpersonal trust that supports social relationships. Dishonesty, cheating, and exploitation inhibit trust. Another reason is that reciprocity violations tend to spread in a population. To a great extent, people tend to follow norms against deception, cheating, and exploitation only conditionally. If others around you begin to violate these norms, then you too are more likely to violate them. For example, participants recruited to play a public goods game tend to defect at higher rates once they notice that others around them are also defecting (Fischbacher, Gachter, & Fehr, 2001; Isaac & Walker, 1988). Disgust motivates quarantine, and therefore not only protects victims but also protects others from acquiring “moral diseases” (see Plakias, 2013).

We now have a justification for the role gained by disgust in moral thought. At this stage, however, we should not be too confident that disgust is a justified response to reciprocity violations. The reason, of course, is that the foregoing philosophical justification may well be a rationalization of our emotions. Perhaps no matter what pattern we had found reflected in our dispositions to feel anger and disgust, we would have been able to find some rationale for it. What’s needed, then, is an explanation of this pattern. If the explanation dovetails with the proffered justification, we will have achieved more than a mere just-why story.

Learning studies in moral psychology have just begun and, so far, no one has carried out any work on the recruitment of moral disgust in response to reciprocity violations. We don’t know yet precisely how flexible moral disgust is. However, what we know so far offers a hypothesis about how model-based learning can account for the pattern. Application of model-based learning in this context is similar to its application in the case of honor cultures. We construct an implicit model of our environment. This model assigns expected values for anger and disgust in response to various types of moral violations. We then experience these emotions, act on them, and the results of our actions are compared with the model’s expectations. Discrepancies between expectations and results are used to revise the model. After a period of learning, we understand implicitly that anger has better results for some moral violations, disgust better results for others. In particular, we learn that disgust plays a functional role that is useful for tracking and responding to reciprocity violations. The learning is incremental, depends on other factors in development that reinforce it, and accrues to produce the observed pattern only after many generations.

A philosophical justification of moral disgust suggests a learning explanation of its etiology. Philosophical reasoning can be a source of empirical hypotheses, though whether we should give credence to this hypothesis about disgust depends on the results of empirical studies. If research were to confirm the hypothesis, it would vindicate the co-option of disgust toward reciprocity violations. But it would also support the instrumental justification of...
this change, because it would show that the justification is supported by interaction with morally relevant aspects of the environment, and not just by our philosophical preconceptions.

8. Conclusion

In our first case study, an explanation for the psychology of moral luck buttresses a justification of moral luck in terms of the ability of outcome-oriented punishment to generate learning conditions that nurture pro-social feelings. In the second case study, an explanation of lowered anger thresholds in some honor cultures suggested a justification, and this justification in turn points to avenues for further scientific research. In the final case study, a justification for moral disgust leads to an empirical hypothesis about its source in learning. If these empirical hypotheses were to be substantiated, that would reinforce the corresponding philosophical justification of these innovations in moral thought. In moral learning, it would seem, explanation feeds justification and vice versa.

I have offered defeasible, instrumental vindications for three innovations in moral thought. The vindications are defeasible because although they justify a change in moral attitudes, they leave open whether further changes would have even better consequences. For non-ideal theorists, this sort of defeasible justification is the most we can hope for: we can understand why certain moral changes are justified; we can’t hope to know what the ideal moral system is. Some philosophers may nonetheless believe that ideal theory plays an important role in moral philosophy. Even so, it is important to understand how moral progress is possible and how it can be better achieved.

Those unsympathetic to consequentialism may be disposed to reject the normative premise that producing better consequences is the most we can hope for: we can understand why certain moral changes are justified; we can’t hope to know what the ideal moral system is. Some philosophers may nonetheless believe that ideal theory plays an important role in moral philosophy. Even so, it is important to understand how moral progress is possible and how it can be better achieved.

Those unsympathetic to consequentialism may be disposed to reject the normative premise that producing better consequences is a reason for moral change. However, my arguments should put some pressure on non-consequentialists: if they are to avoid rationalization, they should argue that non-consequentialist justifications are reflected in the etiology of moral attitudes that they hope to justify. Otherwise, non-consequentialist justifications may be mere rationalizations, just as Greene alleges. My own vindications offered in this essay are consequentialist, but vindication arguments need not be so. If other researchers were to discover learning mechanisms that reflect non-consequentialist principles, the causal explanation for a new belief might support a non-consequentialist justification (see Gaus, 2011 for suggestions in this direction).

In some episodes of moral learning, explanation and justification coincide. Philosophers interested in justification should attend to empirical work that explains moral change. Otherwise, they might be pursuing rationalizations for the status quo. Likewise, psychologists interested in explanation should attend to philosophical work that justifies moral change. Some moral intuitions and feelings have a rationale, and if we think about why certain moral changes make sense, that can shed light on why they occurred.

Moral philosophy and moral psychology have had a rich and fruitful exchange of ideas over the past few decades. The joint exploration of moral vindications promises further profitable trade.
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